th Khon Kaen University 2010
The 1 1 Graduate Research Conference PMP7

= o ar o ar a & o
ﬂ'l‘iﬂ‘i:yuﬂ'lﬂ'ﬂ'mﬁtauarnlaa'}ﬂ?ﬁlﬂ'ﬁzﬁuummﬂﬁnﬂ’l AFIN 11

First-Order Autoregressive Error in Simple Linear Regression :
Comparison of Three Remedial Method
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ABSTRACT

The objective of this study was to compare the remedial methods of first-order autocorrelation in simple
linear regression analysis with 9 levels of autocorrelation (0 ): 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 and 0.9 defined.
Three compared autocorrelation remedial methods were the generalized differencing, the Cochrane-Orcutt, and the
Durbin’s Two-Step. The given sample sizes which data obtained from simulation technique were 30 and 50. Each
case was generated by using autocorrelation’s Durbin-Watson test and carried out 500 times run repeatedly. It could
be concluded that Cochrane-Orcutt method was the most suitable solution for the autocorrelation problem solving in
all cases. However, the Durbin’s Two-Step was also the most appropriate method in forecasting of most

autocorrelation levels.
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Introduction

One concept about the error patterns in
regression states that the certain number of error
termed (Si ) will not correlate among each others and
being the random variable corresponding to normal
distribution with average zero and deviate constant
(Anderson & David et al., 1994). Data collected from
health science or medical areas are usually involved
in time series and their dependent and independent
variables were a type so called “time series data” in
regression equations. These types of data always lack
of free error value such as “&;” and “ &} (=)
Some correlations among time series data were

3

defined as ‘“autocorrelation” or “serial correlation”
(Berk & Richard et al., 2003). This study had
compared the methods used to solve the problem of
first order autocorrelation error within simple linear
regression together with estimated their abilities in
forecasting by using MSE criterion. The pattern of
this research was independent variable defining by
randomizing way which provided normal distribution
of X, ~N (0,1) according to each sample size and
defining the dependent variable pattern from the
equation Y, = B0+ B X, €, with defined BO= 0 and
Bl = 1. All processes were simulated using Visual

Studio software.

Research methods

Regression model
In defining of the regression model used in
the study, the following pattern of simple regression

model was used:

Yy=pfy+ B X+ t=12,..n
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Error term (&,)

In creating of the error term (&, ), the first-
order autoregressive pattern contained 9 correlation
level errors ( ©) (0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8
and 0.9) were used under 500 runs repeated for each

level of the 30 and 50 units sample size.

Variable pattern
The pattern of this research was independent
variable defining by randomizing way which
provided normal distribution of X, ~N (0,1)
according to each sample size and defining the
dependent variable pattern from the equation Y, = Bo

+B X, + €, with defined B=0and B, =1.

Durbin — Watson Test
The equation Yt =,LE +ﬁ)§ +& obtained from
the simulation contained the error ( &, ) with the first-
order autoregressive pattern that its error correlation
was within defined level. The equation was examined
for the data if it contained correlation or not by using

the Durbin — Watson test with the confidence level

a =0.05.

Transformation methods
The autocorrelation problem was then solved
by wusing 3 variable transformation methods:
generalized differencing, Cochrane — Orcutt, and

Durbin‘s Two-Step methods.

The property of error
From the definition of first-order
autoregressive for the error term “ &, ”

& = pPE T,
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The average and deviation of “ &, ” for the first-
order autoregressive were:

E(g)=0

2

P
1-p°

It was suggested that average of “ £, ” was zero

ph(‘gt):

and the deviation was constant. Covariance between

“g&” and “&_;"could be replaced by
“ p(gt €1 ) ” which was:
P
ple,&.)=p 2
1-p

And that the correlation coefficient between

“&” and “&_“ could be replaced with

“ ,0(8t , & ) ” that was:
o(e.,&,_)
p(e,&,,)= R e o
o(e)o(&)

According to the deviation of each term

2

equaled to “ph (St) = 1 P 57> then  the
-p

coefficient was:
O_z
L 1-o°
p(e,6.,) = > - o
l1-o*\1-067

That was autocorrelation parameter “ 0”7
represented the reliable relation between nearby error.
The covariance between “ &  with the distances “S”

away from each other was:

2
(o2
S
peE ) =p > 1-8#0
1-p
And the regression coefficient between “&,” and
“ &g was:
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p(e,e.)=p°.8#0
Thus, when “ 0> was positive, all error

should be relative. However, if the time period was

more far away, the error relation would be decrease.

Time

Figure 1 Demonstrated the character of

Autocorrelation in positive pattern

Solving the problem of autocorrelation

with variable’s data transformation
From the regression equation like:

Yt :ﬁ0+ﬂ1xt+gt (1
If this equation was true at the time “t”, then it would
also true at the time “t-1” as follow:

Yo =By + B X +é @
Multiply both side of the equation 1 with “ 0 would
gains
PYiy = PBy + PP X + pe
Minus (3) out of (1) would gain
Y =P =B A=p)+ L X - phX +(5 —p&,)
From (1) & — p&,_; = U,, thus
Y- P, = A1 p)+ B K )+
It could be written as:

Yty :ﬁ(; +181X£ +U,
Yt‘ =Y, —pY))

Xy =(X,=pX)
Bo =PBi(1-p)

3

4

When
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181 =p

Owing to “U,” was free random variable,

thus when the independent and dependent data was
transformed, the linear regression profile contained
free error was obtained. Therefore, the least square
could be used to estimate the regression equation and
also transformed variables as “ X “and“Y 7.
However, it was shown that the data transformation
caused 2 problems. Firstly, the parameter was
absence. Secondly, the “p” become unknown
(Berry & William, 1993).

Because the “,0” value was unknown,
thus, it needed to be estimated before data was
transformed. The variable transformation required
“ 07 estimation step because the actual value was
generally unknown. The “r” was defined as an
estimated value for “ 0 ”. The variable which was

€9

transformed using “r” would be:

Yt' = (Yt - rYH)
xt' :(Xt _rxt—l)

After data transformation, it was taken to
establish the regression equation by least square and
gained regression equation was:

¥, =b, +b'ix

If the regression equation with the error
autocorrelation removed was successfully obtained,
the equation then could be transformed back to
establish the regression contained former variable as:

Y, =b, +b,x,
b,

When bo = 1
—-r

The standard error of regression coefficient

and b1 = b1

for the former variable could be calculated from:
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bo
Sbﬂ = r and Sb1 = Sb],

Autocorrelation problem solving methods

Generalized differencing method
To solve the error autocorrelation
problem by this method was to transform the data into
generalized difference equation form which was the
regression equation that the equation’s variable data
and the error were transformed to make difference
between the time variable values at present and
before. Then, the parameters were estimated using the
least square which also needed to estimate the “ 0 ”
by correlation of “r”” between OLS-Residual to use in
data transformation (Berenson & Mark et al., 1996).
The method to estimate “pO” using
correlation of “r” between OLS — Residual
From OLS — Residual, € = Y — X,B , when
€= (el ,€5,...,€, ), it could separated vector “e” to
2 groups as“€_, = (el,ez,...,en_l) ” and
“e= ((‘."1 ,ez,...,en)”. Then the linear correlation

between “€,_;” and “ €, ” was calculated.

n

Z €€

Here, it was estimated by ,5 = 1=2

From the equation (4)
Y= oY = By(l=p)+ B (X, = pX () + U,

The obtained equation (4) so called
generalized difference model for new error was
“& — P&, or“U,”. Then the “ P ” together with
“ ,b ” were taken to substitute in the generalized
difference equation and rearranged in more simple
form as:

Y, =B+ BX, +u,
By Yt' =Y, = PY)
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Xt' = (X, _bet—l)
By =B (1-p)
181 =5
U = & — Pe
Finally, the parameters ,6'0 and ﬂl were presented in

the model with least square method .

Cochrane-Orcutt method

The Cochrance-Orcutt method was a way to
transform the variable data in autocorrelation error
problem solving. It composed of three main steps.
Estimation of the “ p ” value

The first-Order autoregression type error in
regression form could be considered in the linear
regression through the origin pattern.

& = pe T U,

When “&,” was the dependent variable,
“&_;” was the independent variable which was the
error and has “ 0 “ as the linear slope through the
origin.

Because we did not know the value of “ &, ”
and “&,_,”, so, the residual “€,” and “€,_,” were
used instead (Chatterjee & Price, 1977). With the
same method, the dependent and independent variable
were estimated for the slope of the linear regression
equation through the origin having a formula as
below. The slope of “,0” could be estimated and

replaced with “r” in the formula:

n
PILR
r =12
n
28
t=2

Creating of the regression equation from the
transformed data

The estimator of “ O “calculated from the
variable

transformed formula by

Graduate Research Conference
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“Y, = (Y, = oY) "and X = (X, = pX )
” was used as the formula, and then the regression
equation was created by the least square form the
transformed data

Autocorrelation test

In testing for the error value in the
transformed regression equation pattern for the
existence of correlation error using the Durbin-

Watson method. If the result indicated the error

independence, then the process was finish.

Durbin’s Two — Step method

From the equation pattern :

Y= oY = By(l=p)+ B (X, = pX () + U,
It could be rewritten as:

Yo =Lo(l=p)+ B X = pfi X + pYy + U,
Durbin suggested the estimated method for “,0”
using two-step method as:

Defining the equation as multiple
regression pattern. The multiple regression “Yt ” on
« Xt’ Xt_1 ” and “Yt_1 ” were created; and then the
estimator of the regression coefficient of ”Yt_1 ” was
defined as the estimator of *“ O (=r)” which, although
it leaned, it was still the consistent estimator for
“p.

When the “r” was gained and the data
was already transformed as it defined:

Yt' = (Y, —rY,,)and Xt' = (X =rXy)
Then the regression equation was created by least
square (OLS) from transformed data as same as the

following equation : Yt' = ﬂo + ,BIXI' + LI;

Durbin—Watson test
Examination method with statistical test

for the independent of error had stated the hypothesis
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that the error possessed the first-order autoregressive
form which the independent variable was fixed. The
examination would be considered in the point that the
autocorrelation parameter, 0= 0 would gain &=
U,. Thus, the error “&,” was independent because
“U;” was independent. Since it was applied in
business and economic areas, the error with
correlation was usually positive correlation. Thus, it
was normally test as positive autocorrelation pattern

(Drapper & Smith, 1981).

Test hypothesis:
H,:p=0
H :p>0
Or H o - The error had no correlation

H 1 - The error had positive correlation
Test statistic was the statistic “d” of Durbin — Watson

that defined as:

n
Z (et —€ )2
t=2
2.8

n
t=1

d =

When €, =Y, =Y, ,t=12....n
n was the observation numbers

Probability distribution of “d” depended on
the matrix “X”. However, the Durbin and Watson
demonstrated that “d” was between “d .~ and
« du ” by the value of “d . ”and “ du ” as shown in
the Durbin-Watson statistic table.
H,:p=0
If d> dU accept H0 :p=0

If d< d,_ reject

ifd <d< du the test could not be
concluded (Montgomery and Elizabeth 1982). The
“d” with small value could be described as “ p > 0~
because the nearby errors were “&,” and “ &,_, 7 that
the amount were nearly similar in case of positive

relation. Thus, the difference of residual “€, —€,_;
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would be small and the statistical top line of “d”
would also be small. But if the errors had no relation,
then “€ —€,_;” would be large value and the
statistical top line would also become large.
Therefore, if “d” was small, the “ H1 ” would be
consistent to the conclusion while the statistical “d”

29

was large, the “ Ho would be consistent to the
conclusion instead.

Normally, the negative autocorrelation was
hardly occurred, but if it necessary to be test, the
negative autocorrelation could be created by using the
statistical “4 — d” instead of “d” and set the
hypothesis  of H0 p= 0 contrasted  with
«“ H1 : 0 <0~ and did the same conclusion as the
positive autocorrelation. The test operation could be
explained as better phenomenon it was. It could be

seen that the limit of “d” was between 0 and 4 which

could be proven by extended formula of “d”

n
Z(et _et—1)2
d = =2 .
28
t=1

Which gained

i del+del -2> ee
Qe

Because Zef and Zef_l contained

only one different observation, so, both were
approximately the same. Therefore, let “Zef_l =

D" el which would be

€.,
d=2 1_2—‘;‘
2.8
Let the estimated “ 0 defined by
_ Z €€,
28

approximately

r
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Replace “r” in the equation “d”
d=2(1-r)
Owing to “—1 < p <17 it would gain
0<p<4

Results and Discussion

When n=30 the autocorrelation level increased
continuously, the percentage of autocorrelation
problem remedial ability in each method tended to
decrease. The Durbin’s Two-Step method gave the
best average problem remedial result by the
percentage of 97.87, followed by the Cochrane-Orcutt
and the generalized differencing methods that gave

the percentage of 95.98 and 92.33, respectively.

120

100l

80 '\"\\LQ-\'

\ —e— generalized differencing
60 —=— Cochrane — Orcutt

Durbin ‘s Two-Step

Percentage

40

20

0.1 02 03 04 05 0.6 07 08 09

Autocorrelation Levels

Figure 2 Percentage comparison of the data sets with
no error autocorrelation presented when
determined by three methods mentioned

above (n=30)

When n=50 the autocorrelation level increased
continuously, the percentage of autocorrelation
problem remedial ability in each method tended to
decrease. The Cochrane-Orcutt method gave the best
average problem remedial result by the percentage of
99.33, followed by the generalized differencing
methods and the Durbin’s Two-Step methods that

gave the percentage of 98.74 and 96.02, respectively.
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| [+ generalized differencing

—=— Cochrane - Orcutt

Percentage

Durbin ‘s Two-Step

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Autocorrelation Levels

Figure 3 Percentage comparison of the data sets with
no error autocorrelation presented when
determined by three methods mentioned

above (n=50)

The average MSE values for each problem
remedial in each autocorrelation level indicated that
the Durbin’s Two-Step method was the best

forecasting method as shown in the figure 4.

e S e

—=— Cochrane - Orcutt

Durbin ‘s Two-Step

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Autocorrelation Levels

Figure 4 Comparison of MSE from each
autocorrelation problem remedial method
for the error levels ranged from 0.1 to 0.9

and all of sample size

Conclusion

In defining of autocorrelation level ( 0 ) where
the autocorrelation levels which were continuously
increased in each testing time, it was found that the
percentage of autocorrelation problem remedial
ability in each method data set tended to decrease.

By considering each best problem remedial
method in each autocorrelation level, it was found

that the Durbin‘s Two-Step and Cochrane — Orcutt



th Khon Kaen University 2010
The 1 1 Graduate Research Conference

= o ar o ar oo & o
ﬂ'l‘i‘lJ‘s:'qam'lﬂ'tl'mTa'Lﬁuarnlaa'}u'r-im‘sa:ﬁ‘l.mmmﬁ'lﬁnﬂ’] AFIN 11

methods were usually the most suitable methods in
problem solving for all autocorrelation levels with the
sample size 30 while the generalized differencing and
Cochrane — Orcutt methods were the most suitable
methods in solving for all autocorrelation levels
instead when the sample was 50. By considering the
most suitable forecast way, it could be concluded that
the Durbin‘s Two-Step was the best one for all
sample sizes at the autocorrelation levels (0) 0.1-
0.7. In considering for the best problem remedial
method which also was the best forecast method in
the same time, it was found that the Cochrane —
Orcutt method gave the best autocorrelation problem
solving method but not the best forecast method at the
autocorrelation levels () 0.1-0.7. However,
forecast values given form this method were not
significantly different from the Durbin‘s Two-Step

method.
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